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Introduction


Evaluation of Epidemiological Data Consistency for Risk Assessment


The value of epidemiological data for risk assessment has been widely discussed, with some criticism that epidemiological data are too often flawed by quality issues and incompletely controlled sources of bias (see, for example, Graham et al. 1995). Epidemiological studies of environmental agents involving typical ambient levels of exposure have been particularly characterized as uninformative or especially susceptible to bias and uncontrolled confounding because the target for estimation is often relatively small risk ratios that are dismissed as "weak associations" (Gamble and Lewis 1996). Proponents of use of epidemiological data, while acknowledging the limitations of observational studies, advance its strengths; the investigation of the effects of real exposures as received by the general population, the characterization of effect across the full range of susceptibility in the population and, most significantly, the direct relevance of epidemiologic evidence to public health (Whittemore 1986; Gordis 1988; Hertz-Picciotto 1995; Burke 1995; Samet, Schnatter, and Gibb 1998). In addition, the ability to ascertain relatively low relative risks has improved with advances in exposure assessment and study design methodologies.  
Methodological challenges in the use of epidemiological data in quantitative risk assessment, and need to apply modern biostatistical techniques as well as appropriately present results from risk assessments that utilize epidemiological studies, have also been noted (Nurminen et al. 1999; Stayner et al. 1999; Schwartz 2002; Ryan 2003). 


While epidemiological data are faulted as a basis for regulation, in other domains such as clinical medicine and public health, systematic evidence gathering, assessment, and synthesis processes have been developed and are widely applied in order to frame policies around clinical trial and observational evidence.  In clinical medicine, the movement toward “evidence-based” approaches involves conducting systematic reviews (e.g., Cochrane reviews
) to serve as the basis for developing clinical guidelines, grounded in the current science and acknowledging uncertainties.  Processes for the conduct of such reviews are well established.  


Systematic reviews are also important for characterizing the strength of evidence to support an association or effect: e.g., whether a drug is efficacious or a particular exposure causes a disease.  Standard terminology has been developed to describe the strength of epidemiological evidence supporting disease causation (e.g., the Hill criteria (Hill, 1965)), and has been implemented in reports such as the U.S. Surgeon General reports on the health consequences of smoking (U.S. Department of Health and Human Services, 2004), the Institute of Medicine report on compensation for presumptive war-related health impacts on military personnel (2008), and which also informed the U.S. Environmental Protection Agency scientific assessment document for particulate matter (EPA, 2009). 


As epidemiological and risk assessment techniques have become more sophisticated, a growing body of literature has developed to address the use of epidemiological studies in quantitative risk assessment. Guidelines for the conduct of epidemiological research and criteria/frameworks for evaluation and use of epidemiological studies in risk assessments have been offered to strengthen the evidence base used in public health policy decision-making (IARC 1991; Hertz-Picciotto 1995; Auchter 1995; Federal Focus Inc. 1996; Federal Focus Inc. 1999; WHO-Europe 2000; USEPA 2005; Goldbohm et al. 2006; Swaen, 2006; Vlaanderen et al. 2008). The criteria or frameworks provided by this literature are intended to improve the quality and validity of the studies themselves, as well as the risk analyses in which they are used.


In the framework published in 1995 by Hertz-Picciotto, the use of epidemiological data in quantitative risk assessment was classified according to five main criteria:


1. a strong or moderate positive association that is statistically stable between cancer of one or more sites and the agent in question


2. high overall quality (removal of major biases in selection, follow-up, etc)


3. no substantial uncontrolled confounding from other workplace exposures or lifestyle factors


4. exposures that have been well characterized quantitatively and linked to the individuals in the study, and which are sufficiently variable


5. evidence for a dose-response relationship between exposure and outcome.


These criteria were then utilized to separate studies into one of three categories: Category 1 studies could serve as the basis for extrapolation; Category 2 studies could be used to check the plausibility of animal-based risk assessments; and Category 3 studies could contribute to the weight of evidence that determined whether a particular agent was a health hazard. Category 1 studies had the most stringent set of requirements, and needed to fulfill criteria #1-4. Category 2 studies were required to meet two of the criteria #1-3, while Category 3 studies included all other studies (no criteria requirements). 


Criteria have also been developed to address the quality of exposure assessment data used in epidemiologic studies, for example, as discussed
 by Vlaanderen et al. (2008) in their paper, “Guidelines to Evaluate Human Observational Studies for Quantitative Risk Assessment."  This issue is of particular importance if the data are to be used for quantitative exposure-response modeling.  Similar to the categorical structure developed by Hertz-Picciotto, Vlaanderen and colleagues developed three categories into which epidemiological studies could be classified. Based on their framework, a study needs to satisfy the requirements for all three tiers in order to be used for quantitative risk assessment. Studies that do not have the quantitative exposure data needed for exposure-response modeling may still be useful in the evaluation of causality (i.e., hazard identification). Tier 1 relates to the initial evaluation of the study, and in particular the quality of its design, conduct, and reporting. Tier 2 relates to the study design, and Tier 3 relates to design specific evaluation. 
The criteria for the quality of assessment and assignment of exposure included:


1. Is the exposure expressed on a ratio scale and specific for the agent of interest: quantitative measurements should form the basis for quantitative risk assessment, and should not rely wholly on expert judgment.


2. Quality of the exposure measurement methods: studies should compare the exposure measurement they use with best practice at the time.


3. Insight in the variability of exposure: exposure measurements used in exposure assessment may be highly variable across both time and space.


4. Application of exposure measurements in exposure assessment: often a scarcity of exposure measurements causes researchers to extrapolate exposure estimates to time periods for which no data is available. These extrapolation methods can greatly impact the validity of the study.


5. Type of exposure metric: biologic consideration should be given to the nature of the relation between the exposure and health outcome of interest.


6. Specificity of the exposure indicator: the use of proxy indicators should be highly correlated with the exposure of interest.


7. Blinded exposure assessment: to prevent bias, exposure assessment should be performed blinded for the health outcome of interest.


8. Quality of the exposure assignment strategy: exposure assignment should account for job category, job duration, lifestyle, and other potentially modifying factors.


The criteria and frameworks proposed for the assessment and use of epidemiologic data in quantitative risk assessment is particularly relevant to the study selection decisions inherent in weight of evidence or strength of study approaches to quantitative risk assessment.


Workshop on Evaluating Consistency in Epidemiological Data


In evaluating whether epidemiologic data provides a causal association for the purposes of regulatory-related risk assessment, a key unaddressed issue is defining and operationalizing the concept of consistency across studies.  Assessments of data consistency are often a controversial component of regulatory-related risk assessments, and contradictory determinations regarding data consistency often result from varying stakeholder perspectives. Additionally, in the face of apparent inconsistency between study results, the selection of a particular study or set of studies may be a critical determinant of the outcome of a risk assessment.


Key issues to be considered in the workshop with respect to evaluating consistency among epidemiological studies for regulatory applications include assessing the effects of methodological features such as: definition, identification and tests for trends; exposure window or length of follow-up; exposure assessment technique and selection of specific exposure groups for comparisons across studies; and the definition and measurement of health effects.  Other relevant issues for discussion include: determination of the requisite amount of information necessary for consistency determinations; criteria for selection of study data to be included in the consistency assessment; and factors for consideration in selection of a weight of evidence (all studies) or strength of evidence (selection of “best” studies) approach to data consistency assessment. 


The workshop will be based around case-studies related to these topics. The specific issues and selected case study examples from the epidemiological and clinical studies literature, as well as hypothetical examples, are discussed in more detail below.


Topic 1

Topic 1A: What is a trend, and how do you know one when you see one?


The presence of an exposure-response gradient is an important consideration within the Hill framework for establishing causality. If risk increases at higher levels of exposure, alternative explanations other than causality become less tenable.  The exposure-response curves seen in several occupational cohort mortality studies suggest that curve shapes other than linear may be consistent with demonstrating an exposure- response function/gradient under certain circumstances: there are many plausible forms other than linear. The underlying form of the exposure-response relationship is a consequence of biological mechanisms and many alternative forms are plausible. When assessed in an observational study, the form of the exposure-response relationship may be affected in complicated ways by exposure measurement error and modeling approaches.  It may also be dependent on the range of exposures covered by the study and the suite of modifying factors.  


One type of  “trend” that has been observed consists of elevated point estimates for some exposure categories, but a plateauing or dampening of the response at higher exposures. Sometimes a similar level of response is witnessed across all exposure groups. It is important to discuss how to interpret this collective evidence, particularly when the range of exposures covered differs between the studies (i.e., some studies cover a wider range or higher exposures).


Case Study Material 


Background reading:


· Stayner L et al. Attenuation of exposure-response curves in occupational cohort studies at high exposure levels. Scand J Work Environment Health. 2003;29:317-324.


General Questions for Discussion:


· Must trends be linear (i.e., a monotonic increase or decrease) to be consistent with a causal association
?
  If not, under what circumstances would different shapes (e.g., a plateauing or a more stair-case type pattern) be consistent with an exposure-response function/gradient?  


· Should a statistical test be the basis for deciding if a trend is present?  If so, what considerations should be used in choosing the test and the level of statistical significance to be used?  If a statistical test was not presented in a published paper (or if the optimal test was not conducted), what options for statistical testing are available to someone evaluating the data? 


· How can differences among studies in the quality of the exposure assessment be transparently and reasonably incorporated into the evaluation of the presence/strength/shape of the observed exposure-response trend? 


Background:


Stayner L et al., Attenuation of exposure-response curves in occupational cohort studies at high exposure levels. Scand J Work Environment Health. 2003;29:317-324.  [See Appendix for full publication]

Stayner et al. note that several occupational cohort mortality studies have observed exposure-response curves that flatten or adopt a negative slope at high levels of exposure, regardless of whether a traditional positive linear exposure-response curve was witnessed at low exposure levels. Drawing upon studies of dioxin, silica, cadmium, and arsenic, 6 possible explanations for this occurrence are discussed: bias introduced by the healthy worker effect, depletion of the number of susceptible people in the population at high exposure levels, a natural limit on the relative risk for diseases with a high background rate, mismeasurement or misclassification of exposures, the influence of other factors that vary by the level of the main exposure, and the saturation of key enzymes or other processes involved in the development of disease. 


1. Bias introduced by the healthy worker effect: The healthy worker effect has two components - the bias in the selection of people only healthy enough to work, and the survival effect such that only those healthy enough to work will continue to work. Workers who leave the workplace earlier may do so due to problems that may or may not be associated with the disease being studied. These workers will have a lower cumulative exposure than their longer working colleagues, and yet potentially experience a greater level of sickness.



2. Depletion of the number of susceptible people in the population at high exposure levels: It has been posited that some parts of the population are more susceptible to certain diseases than other parts. After many of the susceptible people have contracted the disease, the exposure response curve may plateau as the population which remains at risk contains increasingly fewer susceptible individuals.



3. Natural limit on the relative risk for diseases with a high background rate: If a disease has a high background rate among the unexposed population, then it may be more difficult to detect an increase in the cause-specific mortality rate. In addition, the exposure itself may not result in a large increase in the specific mortality rate due to the prevalence of the disease.



4. Mismeasurement or misclassification of exposures: Exposure mismeasurement or misclassification could introduce a bias either toward or away from the null hypothesis. In terms of this discussion, however, Strayner et al. assert that frequently in occupational studies, exposed workers may experience more misclassification than unexposed workers and highly exposed workers may experience more misclassification than lower exposed workers. 



5. Influence of other risk factors that vary by the level of the main exposure: Not addressing other risk factors may bias the exposure-response curve by introducing potential confounders or effect modifiers. This is a particular problem in occupational cohort mortality studies where information on employment or exposure outside of the occupational setting is lacking.



6. Saturation of key enzymes or other processes involved in the development of disease: Strayner et al. discuss certain situations where the extent of exposure is not directly proportional to the biologically effective (internal) dose. In these situations, the exposure-response curve might flatten at higher levels because increasing exposure intensity is biologically not important.


Topic 1A - Case Study 1: Acrylonitrile

Marsh GM et al., Mortality among chemical plant workers exposed to acrylonitrile and other substances. Am J Indus Med 1999;36:423-36.  [See Appendix for full publication]

Methods


Marsh and colleagues followed workers at a chemical manufacturing plant in Lima, Ohio. The workers were a group of 992 white males who were employed at the plant for at least three months between 1990 and 1996. Over 70% of the cohort was employed at the Lima plant for at least five years. Death certificates were used to trace the causes of mortality among workers. A particular focus of this study was lung cancer mortality (bronchus, trachea and lung, ICDA-9 162).  Worker exposure to the chemical of interest, acrylonitrile was categorized based on an exposure assessment conducted by industrial hygienists. The assessment provided quantitative historical estimates of acrylonitrile exposure, and was combined with job titles and the manufacturing history of the plant to yield calendar time-specific acrylonitrile exposure estimates by job title. Duration of exposure, cumulative exposure, and average intensity measures were developed and used as 3- or 4-level categorical variables The industrial hygiene assessment also evaluated potential for exposure to nitrogen products, asbestos, 1,3-butadiene, and depleted uranium. Smoking history data were obtained from a questionnaire mailed to cohort members and through review of medical records. Expected deaths for the cohort were computed against the average from both the U.S. and the region where the workforce primarily resided. Exposure-response modeling was conducted with relative risk regression modeling of cause-specific time to death using internal controls (i.e., workers classified as unexposed to acrylonitrile). Trend tests were performed on exposure variables that exhibited a monotonic increase or decrease in parameter estimates.  


Results


Marsh et al. identified 110 deaths in the cohort, and the cause for 108 of these deaths. Fifteen lung cancer deaths were observed, for an SMR of 0.92 (95% CI 0.52-1.52) compared with US rates and 0.95 (95% CI 0.53-1.57) compared with county rates.  When limited to unexposed workers, the SMR using the county comparison rates for lung cancer was 0.66 (95% CI 0.24-1.44) for unexposed workers and 1.32 (95% CI 0.60-2.51) among ever exposed workers. Lung cancer mortality risk in relation to measures of acrylonitrile exposure are shown in Table 1-1, below [See Appendix for full publication]

Which of the following, if any, do you think exhibit an exposure-response trend? What criteria do you use to make this decision?


		Table 1-1.  Lung cancer mortality risk in relation to measures of acrylonitrile exposure  in 932 male workersa





		Exposure measure 

		N deaths

		RR

		(95% CI)

		(trend p-value)



		Duration of acrylonitrile exposure (yrs)



		Unexposed

		6

		1.0  

		(referent)

		(not conducted)



		>0–4.9

		3

		1.71

		(0.25–8.94)

		



		5.0–13.9

		3

		2.28

		(0.35–11.38)

		



		14.0+

		3

		2.15

		(0.34–10.70)

		



		Cumulative exposure (ppm-yrs), 3 categories

		



		Unexposed

		6

		1.0

		(referent)

		(not conducted)



		>0–7.9

		2

		1.96

		(0.81–12.04)

		



		8.0+

		7

		2.07

		(0.58–7.58)

		



		  Cumulative exposure (ppm-yrs), 4 categories

		



		Unexposed

		6

		1.0  

		(referent)

		(not conducted)



		>0–7.9

		2

		1.97

		(0.18–12.10)

		



		8.0–109.9

		4

		2.15

		(0.43–9.33)

		



		110.0+

		3

		1.97

		(0.31–9.42)

		



		  Average exposure (ppm)



		Unexposed

		6

		1.0

		(referent)

		(not conducted)



		>0–4.9

		3

		1.97

		(0.31–9.54)

		



		5.0–11.9

		3

		1.70

		(0.26–8.26)

		



		12.0+

		3

		2.64

		(0.42–12.67)

		



		Additional Adjustment for time since first employment



		  Duration of acrylonitrile exposure (yrs)



		Unexposed

		6

		1.0

		(referent)

		(0.26)



		>0–4.9

		3

		1.25

		(0.17–7.03)

		



		5.0–13.9

		3

		1.82

		(0.26–9.66)

		



		14.0+

		3

		2.20

		(0.34–11.24)

		



		  Cumulative exposure (ppm-yrs), 4 categories

		



		Unexposed

		6

		1.0

		(referent)

		(0.29)



		>0–7.9

		2

		1.27

		(0.10–8.94)

		



		8.0–109.9

		4

		1.60

		(0.29–7.57)

		



		110.0+

		3

		2.19

		(0.34–10.70)

		



		Average exposure (ppm)



		Unexposed

		6

		1.0  

		(referent)

		(0.19)



		>0–4.9

		3

		1.18

		(0.16–6.84)

		



		5.0–11.9

		3

		1.46

		(0.22–7.29)

		



		12.0+

		3

		2.91

		(0.46–14.13)

		



		a Based on relative risk regression for cancer of the bronchus, trachea, and lung, adjusted for age and calendar time.  Trend test conducted if a monotonically increasing or decreasing pattern in the parameter estimates was seen.   


Source:  Marsh GM et al.  Mortality among chemical plant workers exposed to acrylonitrile and other substances. Am J Ind Med. 1999;36:423-36 (from Tables 8 and 9).





Topic 1A - Case Study 2: Pentachlorophenol

Demers PA et al. Cancer and occupational exposure to pentachlorophenol and tetrachlorophenol.  Cancer Causes Control 2006;17:749–758. [See Appendix for full publication]

Friesen MC et al.  Impact of the specificity of the exposure metric on exposure-response relationships. Epidemiology. 2007;18:88-94. [See Appendix for full publication]


Methods


Demers and colleagues assessed the carcinogenic potential of dermal exposure to pentachlorophenol and tetrachlorophenol among sawmill workers in British Columbia, Canada. The cohort consisted of 26,487 male workers employed between 1950 and 1995 for at least one year in one of the 14 sawmills in B.C. Personal identifying information and job history were obtained from mill records, and used to link individuals with death records, the BC Cancer Incidence File, and the Canadian Cancer Data Base. Exposure assessment was based on historical information and personal records. These were used to create exposure-constant time periods, when exposures were expected to relatively remain the same for each job. Jobs were classified into 100 types per time period. Interviews with senior workers were used to estimate the chemical exposure for each job type within each time period. The methods of standard incidence ratio (SIR) and standardized mortality ratios (SMR) were employed to analyze the data. The rates for the workers were compared against provincial rates for British Columbia, and 95% confidence intervals were calculated assuming a Poisson distribution. For exposure-response modeling using an internal comparison group (i.e., workers in the lowest category of exposure), relative risks (RR) were calculated using maximum likelihood methods, adjusting for for age and time period using Poisson regression. 


Results


Overall, there were 5,850 (21% of cohort) deaths and 977 (4%) workers lost to follow up; 2,571 cancers were diagnosed. Cancer mortality and incidence risk in relation to estimated pentachlorophenol exposure for selected types of cancer are shown in Table 1-2 below.  [See Appendix for full publication]

Which of the following, if any, do you think exhibit an exposure-response trend? What criteria do you use to make this decision?


		Table 1-2. Cancer mortality and incidence risk in relation to estimated pentachlorophenol exposure in 23,929 male sawmill workers, British Columbia, Canada (from Demers et al., 2006, Tables 4 and 6)






		

		

		

		

		

		

		Mortality

		Incidence



		

		

		

		

		

		

		(0 years latency)     

		(0 years latency)

		

		10 years latency

		

		20 years latency



		Cancer 


(total n)

		Exposure-years

		   n

		RR

		(95% CI)

		

		     n

		RR

		(95% CI)

		

		     n

		RR

		(95% CI)

		

		     n

		RR

		(95% CI)



		Lung


(482 deaths


 519 incident


       cases)

		  <1 


  1–2 


  2–5 


  5+

		198


73


108


103

		1.0


1.05


0.96


1.10

		(referent)


(0.80–1.4)


(0.75–1.2)


(0.85–1.4)

		

		216


78


119


106

		1.0


1.11


1.07


1.12

		(referent)


(0.86–1.5)


(0.84–1.4)


(0.87–1.4)

		

		225


75


117


102

		1.0


1.17


1.09


1.16

		(referent)


(0.89–1.5)


(0.85–1.4)


(0.90–1.5)

		

		268


70


108


73

		1.0


1.08


1.05


1.13

		(referent)


(0.82–1.4)


(0.83–1.3)


(0.86–1.5)



		

		(trend p-value)

		

		(0.68)

		

		

		

		(0.45)

		

		

		

		(0.30)

		

		

		

		(0.40)



		Kidney 


(50 deaths


 79 incident


       cases)

		  <1 


  1–2 


  2–5 


  5+ 

		15


6


17


12

		1.0


1.33


2.59


2.30

		(referent)


(0.51–3.5)


(1.22–5.5)


(1.00–5.3)

		

		32


9


22


16

		1.0


1.03


1.79


1.66

		(referent)


(0.49–2.2)


(0.99–3.2)


(0.85–3.2)

		

		34


10


19


16

		1.0


1.26


1.59


1.75

		(referent)


(0.61–2.6)


(0.85–3.9)


(0.89–3.4)

		

		39


7


21


12

		1.0


0.96


1.94


1.80

		(referent)


(0.42–2.2)


(1.06–3.5)


(0.87–3.7)



		

		(trend p-value)

		

		(0.02)

		

		

		

		(0.07)

		

		

		

		(0.08)

		

		

		

		(0.03)



		Non-Hodgkin’s lymphoma


(49 deaths,


 92 incident 


      cases)

		  <1 


  1–2 


  2–5 


  5+ 

		15


6


18


10

		1.0


1.21


2.44


1.77

		(referent)


(0.46–3.2)


(1.2–5.1)


(0.75–4.2)

		

		38


13


24


     17

		1.0


1.33


1.88


1.71

		(referent)


(0.70–2.5)


(1.1–3.3)


(0.91–3.2)

		

		38


13


24


    17

		1.0


1.33


1.88


1.71

		(referent)


(0.70–2.5)


(1.1–3.3)


(0.91–3.2)

		

		38


13


24


   17

		1.0


1.33


1.88


1.71

		(referent)


(0.70–2.5)


(1.1–3.3)


(0.91–3.2)



		

		(trend p-value)

		

		(0.03)

		

		

		

		(0.06)

		

		

		

		(0.02)

		

		

		

		(0.02)



		Multiple myeloma


(23 deaths


 25 incident


      cases)

		  <1 


  1–2 


  2–5 


  5+ 

		4


5


4


10

		1.0


3.30


1.58


4.80

		(referent)


(0.87–12.5)


(0.38–6.6)


(1.4–16.5)

		

		6


4


4


     11

		1.0


2.09


1.30


4.18

		(referent)


(0.57–7.6)


(0.34–5.0)


(1.4–12.9)

		

		6


4


4


    11

		1.0


2.09


1.30


4.18

		(referent)


(0.57–7.6)


(0.34–5.0)


(1.4–12.9)

		

		6


4


4


   11

		1.0


2.09


1.30


4.18

		(referent)


(0.57–7.6)


(0.34–5.0)


(1.4–12.9)



		

		(trend p-value)

		

		(0.03)

		

		

		

		(0.02)

		

		

		

		(0.04)

		

		

		

		(0.03)



		Liver


(22 deaths


 21 incident


       cases)  

		  <1 


  1–2 


  2–5 


  5+

		4


5


8


5

		1.0


3.46


3.72


2.53

		(referent)


(0.91–13.2)


(1.04–13.3)


(0.61–10.4)

		

		3


4


12


2

		1.0


4.09


8.47


1.41

		(referent)


(0.89–18.8)


(2.2–32.4)


(0.21–9.2)

		

		3


4


12


2

		1.0


2.12


4.90


0.91

		(referent)


(0.89–18.8)


(1.53–15.7)


(0.16–5.2)

		

		19


1


1




		1.0


0.61


0.44




		(referent)


(0.08–4.7)


(0.05–3.5)






		

		(trend p-value)

		

		(0.10)

		

		

		

		(0.18)

		

		

		

		(0.33)

		

		

		

		(0.38)



		Analyses based on Poisson regression, adjusting for age, calendar and time period, and race.  Mean work duration: 9.8 yrs, mean follow-up: 24.5 yrs





		Table 1-2 (continued). Cancer mortality and incidence risk in relation to estimated pentachlorophenol exposure in 23,929 male sawmill workers, British Columbia, Canada (from Demers et al., 2006, Tables 4 and 6)





		

		

		

		

		

		

		Mortality

		Incidence



		

		

		

		

		

		

		(0 years latency)     

		(0 years latency)

		

		10 years latency

		

		20 years latency



		Cancer 


(total n)

		Exposure-years

		   n

		RR

		(95% CI)

		

		     n

		RR

		(95% CI)

		

		     n

		RR

		(95% CI)

		

		     n

		RR

		(95% CI)



		Stomach


(90 deaths


 105 incident


       cases)

		  <1 


  1–2 


  2–5 


  5+

		25


21


18


26

		1.0


2.25


1.19


2.15

		(referent)


(1.25–4.1)


(0.63–2.3)


(1.19–3.9)

		

		36


21


25


23

		1.0


1.90


1.49


1.61

		(referent)


(1.10–3.3)


(0.86–2.6)


(0.91–2.9)

		

		40


18


25


22

		1.0


1.70


1.45


1.60

		(referent)


(0.96–3.0)


(0.84–2.5)


(0.90–2.9)

		

		48


19


25


13

		1.0


1.86


1.64


1.43

		(referent)


(1.06–3.3)


(0.97–2.8)


(0.73–2.8)



		

		(trend p-value)

		

		(0.05)

		

		

		

		(0.11)

		

		

		

		(0.11)

		

		

		

		(0.12)



		Colon


(131 deaths


 187 incident


       cases)

		  <1 


  1–2 


  2–5 


  5+ 

		42


25


37


27

		1.0


1.66


1.47


1.26

		(referent)


(1.00–2.8)


(0.92–2.4)


(0.750–2.2)

		

		64


35


48


40

		1.0


1.72


1.50


1.49

		(referent)


(1.13–2.6)


(1.00–2.2)


(0.97–2.3)

		

		66


35


47


39

		1.0


1.91


1.55


1.61

		(referent)


(1.25–2.9)


(1.03–2.3)


(1.04–2.5)

		

		85


38


35


29

		1.0


1.90


1.13


1.54

		(referent)


(1.3–2.8)


(0.74–1.7)


(0.97–2.4)



		

		(trend p-value)

		

		(0.31)

		

		

		

		(0.07)

		

		

		

		(0.03)

		

		

		

		(0.13)



		Rectum


(54 deaths,


 158  incident 


      cases)

		  <1 


  1–2 


  2–5 


  5+ 

		21


5


7


21

		1.0


0.65


0.53


1.89

		(referent)


(0.24–1.8)


(0.22–1.3)


(0.97–3.7)

		

		63


25


27


43

		1.0


1.27


0.89


1.70

		(referent)


(0.79–2.0)


(0.55–1.4)


(1.10–2.6)

		

		67


25


26


40

		1.0


1.36


0.86


1.65

		(referent)


(0.85–2.2)


(0.53–1.4)


(1.07–2.6)

		

		79


23


26


30

		1.0


1.27


0.95


1.90

		(referent)


(0.79–2.1)


(0.59–1.5)


(1.19–3.0)



		

		(trend p-value)

		

		(0.14)

		

		

		

		(0.07)

		

		

		

		(0.11)

		

		

		

		(0.05)



		Soft tissue sarcoma (23


incident cases)

		not analyzeda

		

		18


3


2

		1.0


0.64


0.18

		(referent)


(0.18–2.2)


(0.04–0.85)

		

		18


3


2

		1.0


0.80


0.22

		(referent)


(0.23–2.8)


(0.05–1.03)

		

		20


1


2

		1.0


0.34


0.33

		(referent)


(0.04–2.6)


(0.07–1.6)



		

		(trend p-value)

		

		

		

		

		

		(0.11)

		

		

		

		(0.06)

		

		

		

		(0.12)



		Analyses based on Poisson regression, adjusting for age, calendar and time period, and race.  Mean work duration: 9.8 yrs, mean follow-up: 24.5 yrs.


aHistology data were used for the classification of soft tissue sarcoma, so mortality data (from death certificates, without detailed histology information) was not analyzed for this disease.








Topic 1A - Case Study 3: Ozone


Adams WC. Comparison of chamber 6.6-h exposures to 0.04-0.08ppm ozone via square-wave and triangular profiles on pulmonary responses. Inhalation Toxicology 2006; 18: 127-136 [See Appendix for full publication]


Methods


Adams exposed 30 young, healthy adults to different concentrations of ozone, for 6.6 hours, in order to observe any potential health effects. The young adults included 15 males and 15 females, all of whom were non-smokers, did not have asthma or significant allergies, and had normal baseline pulmonary function. The exposures included filtered air (FA) or the absence of ozone, a triangular profile exposure averaging 0.04 ppm, a triangular wave exposure averaging .06 ppm, a steady or square-wave concentration of 0.06 ppm, a triangular wave function averaging 0.08 ppm, and a square-wave concentration of 0.08 ppm. For each of the triangular wave functions, the ozone concentration increased in a step-wise approach through the first four hours, and then similarly decreased for the last two hours. Each of the subjects completed all six of the exposure profiles in a random order, with a minimum of 4 days between each profile. Moreover, subjects had to exercise for 50 minutes of each hour. The exercise was completed alternatively on a cycle ergometer and a treadmill. Subjects were given a 35minute lunch break at the end of the third hour, during which time they remained in the ozone chamber. For the triangular profiles, the ozone concentration was maintained at the same level as the third hour of exposure. Measurements for FVC and FEV1.0 were completed immediately before and after each exposure, during the last 3 minutes of each hour, and during the last 3 minutes of the lunch break. 


Minute values for heart rate, as well as expired ventilation volume (VE), tidal volume (VT), breathing frequency (f), percent O2 and CO2 in expired gas, temperature of the expired gas, and oxygen uptake (VO2), were obtained for each subject in each profile. For the first two hours this data collection occurred between minutes 8 and 12 and between minutes 45 and 49, and afterwards only between minutes 45 and 49. Similarly, subjects were asked about the severity of throat tickle, cough, shortness of breath, and pain on deep inspiration after 8 minutes of the first exercise period in each exposure, and thereafter during the penultimate minute of each exercise period. These symptoms were then incorporated into a total symptoms severity rating, which was simply the sum of the four individual severity ratings. Pre- versus post-exposure comparisons were made using  ADD RELEVANT METHODS HERE - statistical test, Scheffé test multiple comparisons

Results


Total inhaled dose for O3 was similar for the two 0.08 ppm exposure profiles. Similarly, total inhaled dose for O3 was not significantly different between the two 0.06 ppm profiles, although it was significantly less than the two 0.08 ppm exposures and significantly greater than the 0.04 ppm exposure. Values for heart rate, VO2, and VE were not significantly greater than the initial values for any of the six protocols. All of the ozone exposure profiles had increased f and decreased VT compared to the filtered air, but this was only statistically significant for the two 0.08 ppm exposures.  Post exposure change in FVC, FEV1.0, and FVC:FEV1.0 ratio are shown in Table 1-3, and the hourly data for percent change in FEV1.0 is shown in Figure 1, below.  


		Table 1-3. Pre- and post-exposure pulmonary responses for 6 ozone exposure protocols (from Adams, 2006, Table 3)





		

		Mean (SD)



		

		FVC (L)

		

		FEV1.0 (L)

		

		FEV1.0 /FVC (%)



		Protocol number, description

		Pre

		Change (%)

		

		Pre

		Change (%)

		

		Pre

		Change (%)



		1. Filtered air 

		5.003 (1.044)

		–0.44 


(2.15)

		

		4.113


(0.671)

		1.35


(2.98)

		

		82.5


(6.3)

		0.92


(2.61)



		6. 0.04 ppm, triangular

		5.038


(1.105)

		–0.74


(2.08)b

		

		4.112


(0.691)

		1.17


(2.97)b

		

		82.3


(5.7)

		0.43


(2.31)



		4. 0.06 ppm, square-wave

		5.066


(0.988)

		–0.89


(3.12)b

		

		4.125


(0.694)

		–1.51


(4.24)b

		

		82.1


(6.6)

		–0.62


(3.04) a



		5. 0.06 ppm, triangular

		5.047


0.991

		–1.72


(5.15)b

		

		4.137


(0.648)

		–1.43


(5.95)b

		

		82.8


(6.6)

		0.31


(3.36)



		2. 0.08 ppm, square-wave

		5.112


(1.105)

		–4.46


(7.26)a

		

		4.194


(0.681)

		–4.72


(8.65)a

		

		82.7


(5.7)

		–0.36


(3.31)a



		3. 0.08 ppm, triangular

		5.077


(1.046)

		–4.78


(6.23)a

		

		4.145


(0.694)

		–5.65


(8.08)a

		

		82.4


(6.3)

		–1.00


(3.90)a



		a statistically significant difference compared with filtered air (protocol 1)

b statistically significant difference compared with 0.08 ppm, square-wave (protocol 2) and compared with 0.08 ppm, triangular (protocol 3).





Put Figure 1 from the Appendix (page A12) here, and add better labels on the Figure (i.e., write in the numbers for the protocols on the right edge next to the lines because it's too hard to tell the symbols apart.

In reviewing the data produced by Adams, EPA noted that Adams used a very conservative statistical test, the Scheffé test, which minimizes the possibility of Type I errors (falsely rejecting the null hypothesis of no difference), and in doing so decreasing the power of the study and increased the possibility of Type II errors (falsely accepting the null). In their preliminary evaluation of pre to post exposure effects, a lack of overlap between the range of responses for FEV1.0 at 0.06 ppm O3 after 6.6h and filtered air was noted, suggesting that O3 produced a statistically significant effect on FEV1.0 at 0.06 ppm. In a reanalysis of the Adams’ data using a paired t test to assess the differences in pre and post exposure changes in FEV1.0, a statistically significant decrease (two-sided alpha = 0.001) was seen in the 0.06 ppm square-wave exposure group compared to filtered air.  For the 0.06 ppm triangular profile, FEV1.0 was significantly decreased at a two-sided alpha = 0.01). 


Which exposure groups, if any, exhibit evidence of a response with respect to FEV1.0? Is there a trend in responses seen across exposures?  What criteria do you use to make these decisions? Under what circumstances do you want to see a formal correction for multiple comparisons, and what criteria would you use for choosing the method of correction?

Topic 1B: What factors should be considered when evaluating the consistency of findings across varying lengths of follow-up or exposure windows?


Studies of occupational cohorts may analyze the same or similar cohorts with varying lengths of follow-up. Several studies have found that differences in time-related exposure metrics vary the exposure-response effect or trend that is observed, with effects that are seen earlier not being observed later, or effects only emerging after the passage of a greater period of time. 


In using the findings of epidemiological research to characterize trends in risk or dose-response over time, trends might be explored in one or more time dimensions:  time since follow-up began, time since exposure, chronological age, and calendar time.  Risks might plausibly vary across each of these scales and such variation might be relevant in the development of models for dose-response relationships.  An example of the complexity that can occur with time-related measures can be seen in the analysis of radon-induced lung cancerThe BEIR VI Committee had access to a large and rich data set, created by merging the data from 11 cohorts of underground miners.  The final risk model showed a decline in relative risk with increasing time since exposure and with increasing attained age.  This time-varying model should be contrasted with the more typical analyses that provide evidence on dose-response that is cross-sectional in time and reflective of a particular point of follow-up.  Consideration should be given to the uncertainty associated with such estimates and to the utilization of time-dependent models like that developed by the BEIR VI model.  


Case Study Material 

Background reading:


· Committee on Health Risks of Exposure to Radon. Health Effects of Exposure to Radon: BEIR VI. National Research Council 1999; ISBN: 0-309-52374-5. p286-289.  


General Questions for Discussion:


· When two or more studies of the same cohort are available, with different lengths of follow-up, under what conditions (i.e., type of disease, mechanism of disease, age-interactions etc.) would longer follow-up be expected to produce a more valid effect measure?  Under what conditions would a longer follow-up expected to produce a less valid effect measure? 


· How can differences among studies in the length of follow-up or exposure windows be transparently and reasonably incorporated into the evaluation of consistency of observed effects? 


Topic 1B - Case Study 1: Formaldehyde 


Beane Freeman LE et al. Mortality from lymphohematopoietic malignancies among workers in formaldehyde industries: the National Cancer Institute Cohort. J Natl Cancer Inst 2009;101:751-61.


The National Cancer Institute originally studied a cohort of workers in formaldehyde-producing and formaldehyde-using plants. The study followed the cohort through December 1979, and updated the results through December 1994. The relative risks for lymphohematopoietic malignancies, including leukemia (particularly myeloid leukemia), were found to increase with increasing peak and average intensity exposure to formaldehyde. Beane and colleagues continued to update the study by extending the mortality follow-up by ten years, or through December 2004.  


The cohort included 25619 workers employed in plants manufacturing or using formaldehyde. All workers were employed before January 1966, and cause of death was ascertained using death certificates (prior to 1980) or the National Death Index Plus (after 1980). Exposure assessment remained the same from the initial study, and was based upon individual work histories and expert assessments of job titles and associated tasks. Each job was associated with a continuous 8-hour, time-weighted average formaldehyde intensity and with a categorical level of peak exposure (intermittent exposure to a relatively high level with categories including none, 0- <0.5 ppm, 0.5- <2.0 ppm, 2.0- <4.0 ppm, and ≥4.0 ppm). Workers contributed to the study in years, or person-time at risk, from year of first employment at the plant or cohort identification, till death or December 2004.  Data were analyzed using US mortality rates as the referent, with standardized mortality ratios (SMRs) calculated using  sex-, race-, age-, and calendar-year – specific rates.  Relative risks, using the lowest nonzero category of exposure as the internal referent group, were estimated with Poisson regression analysis stratified by  calendar year (5-year categories), age (5-year categories), sex, and race (white or other); and adjusted for pay category (salary, ever wage, or unknown). Lag intervals from 2 to 25 years were evaluated. However, no strong support was found to support a longer compared with a shorter lag interval, so results were reported with a 2 year interval.


The cumulative relative risk was calculated in yearly increments from 1965 to 2004 and displayed graphically to allow examination of how the observed associations between exposure (peak or average intensity) and specific diseases changed as the length of follow-up increased.  These results are shown graphically in Figure 1 and 2, below.  The graphs show the relative risk estimate for the medium and high exposure categories (with the low exposure category of the referent) by year of end of follow-up for all lymphohyhematopoietic cancer (HLP), non-Hodgkin lympoma (NHL), Hodgkin lymphoma (HDG), multiple myeloma (MM), leukemia (LEU), lymphatic leukemia (LYL), and myeloid leukemia (MYL).  Above each of the smaller graphs is a plot of p-value for the trend test using the continuous exposure measure. 


Which diseases, if any, exhibit consistent evidence of an effect (or no effect), and which diseases, if any, exhibit effect estimates that vary with length of follow-up? How do you  interpret these data? 


(ADD FIG 1 and Fig  2 from Beane).


Topic 1B - Case Study 2: Vinyl Chloride 

Mundt KA et al. Historical cohort study of 10,109 men in the North American vinyl chloride industry, 1942-72: update of cancer mortality to 31 December 1995. J Occup Environ Med 2000; 57: 774-781. [See Appendix for full publication]

A large cohort (n approx 10,000) of men employed in the North American vinyl chloride industry between 1942 and 1972 was initially followed for mortality to the end of 1972 (Cooper, 1978), and then 1982 (Wong et al., 1991). The study found excess mortality from cancer of the liver and biliary tract, from angiosarcoma of the liver, and cancer of the brain.


Mundt and colleagues extended the follow-up to 1995. The cohort included 10,109 male employees who worked for at least one year (between 1942 and 1972) at a plant producing vinyl chloride monomer (VCM) or polyvinyl chloride resin (PVC). Follow-up began 1 year after first exposure to vinyl chloride or in 1942, whichever was more recent. Approximately 50% of the cohort began work before 1959, and 50% began between 1960 and 1972.  Cause of death was based on death certificates coded to the ICD-9. Standard mortality ratios were calculated against U.S. population and against the 15 states in which the plants were located. Analysis based on national rates resulted in higher SMRs compared to the state-based rate analysis for some diseases, and the state-based results were presented  to reduce potential confounding from regional differences in mortality rates. The SMR analyses were also stratified by duration of employment, time since first employment, age at first employment, year of first employment in a job exposed to vinyl chloride, and vinyl chloride production start date for the plant.


Results

Cancer of the liver and biliary tract was found to be in excess (SMR 359, 95% CI 284 to 446), and remained increased till the end of the follow-up period.  Mortality caused by cancer of the liver and biliary tract increased with disease duration (categorized as 1-4 years, 5-9years, 10-19 years, and ≥20 years), and also for time since first exposure. Of the deaths from cancer of the liver and biliary tract, 41% were identified as liver angiosarcomas, with only duration of exposure acting as a significant predictor.  Thirty-six deaths due to brain cancer were observed, for an SMR of 142 (95% CI 100-197), but this SMR was lower than that seen in earlier studies from this cohort (see Table 1-4, below). Brain cancer risk was greatest for workers exposed for ≥20 years. Excess mortality was also greatest at plants where production began before 1946. There was also an unexplained lack of excess risk for workers with 10-19 years of exposure. In addition, new associations between VCM and PVC exposure and cancer were observed, although these trends were based on only a small number of cases. The cancers included cancer of the tongue (SMR 202, 95% CI 97 to 371), connective and other soft tissue (SMR 270, 95% CI 139 to 472), and peritoneum (SMR 216, 95% CI 93 to 427). For cancer of connective and soft tissue, significant excesses were seen for workers employed 10-19 years and ≥20 years. 


The number of liver cancers, particularly angiosarcomas of the liver, soft tissue sarcoma, and brain cancer, are greater than expected among vinyl chloride workers in this study.  What role does the length of follow-up, year of first exposure, age at first exposure, duration of exposure, and consistency of these results with early data from the cohort play in determining if these associations are causal? 


		Table 1-4. Results from a series of studies of North American vinyl chloride exposed workers






		

		Cooper (1978)

		Wong et al. (1991)

		Mundt et al. (2000)



		N

		9,677

		10,173

		10,109



		Follow-up period, from 1942 

		to Dec 31, 1972

		to Dec 31, 1982

		to Dec 31, 1995



		Liver cancer


   n observed cases


   SMR (95% CI)

		not reported

		n = ??

641

		n=80


359 (284 - 446)



		Angiosarcomas


   n observed cases

		n = 8

		n = ??

		n = 33 or 48a



		Brain cancer


   n observed cases


   SMR (95% CI)

		n=12


203 (118 - 364)b

		n = ??

180 (xx – xx)

		n=36


142 (100 - 197)



		Soft tissue sarcoma

		

		

		



		   n observed cases


   SMR (95% CI)

		not reported

		n = ??



		N=12


270 (139 - 472)



		a depending on ascertainment method; death certificates or death certificates + registry


bnot included in paper; calculated using OpenEpi - Boice-Monson confidence intervals:





Two other large studies of vinyl chloride exposed workers are available.  Ward et al (2001) is an update of a European multicenter cohort study, and Boffetta et al. (2003) is a meta-analysis of the studies of Mundt et al and Ward et al, and 6 other studies.  


Ward Elizabeth et al. Update of the follow-up of mortality and cancer incidence among European workers employed in the vinyl chloride industry. Epidemiology Nov. 2001; 12(6): 710-718. [See Appendix for full publication]

The IARC initially conducted a multicenter cohort study of European workers in the vinyl chloride industry. Centers for the study included plants in Italy, Norway, Sweden, and the United Kingdom. A significant excess of liver cancer mortality was observed (SMR= 2.86, 95%


CI: 1.86–4.25), and was found to be associated with time since first exposure, duration of employment, and estimated rank and quantitative exposures.


Ward and colleagues extended the follow-up of the cohort by approximately eight years. Analyses were conducted for 12,700 male workers with at least one year of employment from 1955 to 1986, with follow-up through 1997.  Age and calendar specific national mortality rates for males were used as the SMR reference, and person-years at risk was measured. Mortality was further stratified by time since first employment, calendar period of hire, and age at hire. Exposure was stratified by employment as an autoclave worker, duration of employment, ranked level of exposure (based on their maximum exposure level at any job), and cumulative exposure to VCM in the air. Job exposure was estimated by industrial hygienists for 22 broad categories. Poisson regression analyses were used to conduct internal exposure-response analyses for cancer incidence and deceased cases. When modeling the risk, a log linear model with log transformed exposure [RR = exp(B*log cumulative exposure)] was found to have the best fit.


Results

In this updated study, 53 deaths from liver cancer were observed, compared with 24 deaths in the original study. This study found an increased SMR from liver cancer (SMR: 2.40, 95% CI: 1.80–3.14); the SMR in the original study was = 2.86). In total, 71 cases of liver cancer were identified, including 37 angiosarcomas, 10 hepatocellular carcinomas, 7 cases of other known histologies, and 17 cases of unspecified type of liver cancer. Liver cancer mortality was elevated in the cohorts from Italy, Sweden, and the United Kingdom, as well as among PVC production plants and mixed VCM and PVC production plants. A Poisson regression of liver cancer revealed strong positive trends for time since first employment, duration of employment, and cumulative exposure, but negative trends for later calendar period of hire and later age at hire, by themselves. When combined, only cumulative exposure was found to be an important predictor. Cumulative exposure was then subdivided into 13 categories, and dose was modeled at a continuous variable based on the midpoints of these categories. The result was RR 2.0 (95% CI: 1.7–2.4) for one logarithmic unit of cumulative exposure. For angiosarcomas, the RR was 2.9 (95% CI: 2.2–3.9). 
Poisson regression analysis for hepatocellular carcinomas demonstrated marked trends with respect to time since first employment, duration of employment, and cumulative exposure.  With respect to other cancers and diseases, the SMR for brain cancer decreased slightly between the initial study (SMR: 1.07, 95% CI: 0.59–1.80) and this analysis (SMR: 0.93, 95% CI: 0.60–1.39), and showed no linear trends with respect to the mortality and exposure variables considered. Results from the analysis of incidence data were generally similar to the mortality data, except for soft tissue sarcoma for which the SMR was 1.89 (95% CI 0.69-4.11) and the SIR was 0.57 (95% CI 0.12-1.67).  

Boffetta P, Matisane L, Mundt KA, and Dell L. Meta-analysis of studies of occupational exposure to vinyl chloride in relation to cancer mortality. Sand J Work Environ Health 2003; 29(3): 220-229. [See Appendix for full publication]

Boffetta et al. conducted a meta-analysis of the studies of Mundt et al and Ward et al, described above, and 6 additional smaller studies not included in either of those studies.  All of the exposed cohorts were exposed to vinyl chloride during monomer production and polymerization. From the studies, Boffetta et al. abstracted information regarding the number of observed and expected deaths for all malignant neoplasms and specific neoplasms, standardized mortality ratios (SMR), and 95% confidence intervals (CI).. Study specific heterogeneity was assessed before the data was pooled; and when the p-value was ≥0.01, Boffetta et al. “concluded that the study-specific results were adequately similar”. The meta-analysis was based on random-effects modeling.


Results


The SMR for liver cancer was increased in all of the studies except one from the former Soviet Union, for which no liver cancer deaths were reported. Study specific SMRs ranged from 1.36 to 57.1 and were “too heterogeneous to be included in a meta-analysis”. There were 133 liver cancer deaths in the two multicenter studies, of which 65 were known cases of angiosarcoma. The remaining cases included histologically confirmed hepatocellular carcinomas, liver cancers of other known histology, and primary liver cancers with an unspecified histology; this latter group may also have included additional, un-identified angiosarcomas. When deaths from angiosarcoma were not included in the analysis, the pooled SMR from liver cancer deaths was 1.35, 95% CI: 1.04-1.77. Results for other cancers are shown in Table 1-5, below. 


How would you describe the results from this collection of studies pertaining to liver cancer (either including or excluding angiosarcoma)? brain cancer? soft tissue sarcoma?  How do the results based on various exposure metrics affect your interpretation? What role does the consistency of results and the  variation in study design across studies play in how you interpret these data? 


		Table 1-5. Results from a series of studies of  vinyl chloride exposed workers (adapted from Boffetta et al., 2003, Tables 1 – 5)






		

		

		

		

		Results: SMR (95% CI)



		

		Total n workers

		Entry criteria

		Follow-up period

		Liver cancer

		Liver cancer, excluding angiosarcoma

		Brain cancer

		Soft tissue sarcoma



		Ward et al. 2001. (Europe a)

		12,700

		1  yr employment, 1955-1986b

		1955-1997

		2.40 


(1.80-3.14)

		1.27 


(0.84-1.83)

		0.93


 (0.60-1.39)

		1.89


 (0.69-4.11)



		Mundt et al.,2000 (US, Canada)

		10,109

		1 yr employment, 1942-1972b

		1942-1995

		3.59


 (2.84-4.46)

		1.8 


(1.3-2.5)

		1.42 


(1.00-1.97)

		2.70 


(1.39-4.72)



		Laplanche et al., 1992 (France)




		1,100

		Present in 1981

		? – 1988

		--

		--

		--

		--



		Smulevich et al., 1988 (Former Soviet Union)

		   3,232

		1 month employment, 1939-1977

		1939-1977

		--

		--

		1.54


 (0.41-3.94)

		1.43 


(0.02-7.95)



		Therlault &Allard, 1981 (Canada)

		     451

		Employed 1948-1972

		1948-1977

		57.1 


(24.6-113)

		--

		--

		5.26 


(0.59-19.0)



		Weber et al., 1981 (Germany)

		  7,021

		Not specified

		? – 1974

		15.2 


(7.86-26.6)

		10.1 


(4.37-20.0)

		1.62 


(0.18-5.85)

		--



		Huang, 1996 (China)

		  5.958

		Employed 1958-1981

		1958-1981

		1.36 


(0.65-2.51)

		--

		--

		--



		Wong et al., 2002 (Taiwan)

		  3,239

		Employed 1950-1992

		1985-1997

		1.78 


(1.15-2.62)

		1.78 


(1.15-2.62)

		2.86 


(0.57-9.16)

		--



		Boffetta et al. 2003 (meta-analysis)

		

		

		

		

		



		   All studies


     (heterogeneity p-value)


     SMR (95% CI)

		

		

		

		(< 0.001)


--

		(< 0.001)


--

		(0.4)


1.26


 (0.98-1.62)

		(0.7)


2.52 


(1.56-4.07)



		   Ward and Mundt

		

		

		

		

		

		

		



		     (heterogeneity p-value)

		

		

		

		(0.03)

		(0.7)

		(0.12)

		(0.5)



		     SMR (95% CI)

		

		

		

		2.96


 (2.00-4.39)

		1.35


 (1.04-1.77)

		1.17


 (0.77-1.77)

		2.41


 (1.45-3.99)





a Italy, Sweden, Norway, United Kingdom

a employed in exposed jobs

Topic 2

Topic 2: How do we consider variation in outcome definition in interpreting the consistency of results across studies?


Some types of diseases and early states of disease in particular may be difficult to define or measure.  Different studies may measure different functional tests or disease markers, which may or may not be considered adverse outcomes.  In some situations, there may be evidence of an abnormality across studies, but there is variation in what specific abnormality is seen (even if some of the same tests are used across studies).  Is that consistency, because there is evidence of damage across the studies, or inconsistency, because the results for specific tests differ among the studies?  A different type of challenge arises when the definitions or classification criteria for a disease change, or become more refined, over time.  In this situation, how should we evaluate consistency between older and more recent studies?  Finally, it can be difficult to interpret the results of various epidemiologic studies that examine a range of effects acting on the same physiological system (respiratory and cardiovascular system responses to air pollution) which may or may not be coherent with one another.  To what degree should we expect coherency across these outcomes when determining the consistency of an effect?


Case Study Material 


General Questions for Discussion:


· How much consistency (or how much variation) should be expected among studies using different, but related, measures of an effect (e.g., pulmonary function measures, fertility measures)


· How should the quality of the disease definition (i.e., reliability and validity, or refinement by subtype) be considered when evaluating consistency (or variation) in effect measures among studies?


Topic 2 - Case Study 1: Acute Ambient Ozone Exposure and Pulmonary Function in Children


[Data tables Appendix page A28]


A substantial body of field studies has examined the effect of ambient ozone air pollution exposure on pulmonary function in children. The USEPA Air Quality Criteria for Ozone and Other Photochemical Oxidants (EPA Ozone CD 2006) notes that several studies of primarily non-asthmatic children between ages 7-17 were conducted in summer camps between 1987  and  1991 (Avol et al. 1990; Higgins et al. 1990; Raizenne et al. 1987, 1989; Spektor et al. 1988, 1991). Individual concentration-response functions were determined for a total of 616 children, each with at least six sequential measurements of forced expiratory volume in one second (FEV1). A combined reanalysis of the six studies noted above (Kinney et al. 1996) using consistent analytical methods found an average relationship between afternoon FEV1 and concurrent-hour ozone concentration of -0.50 mL/ppb (95% CI: -0.63, -0.36), with study-specific slopes ranging from – 1.29 to -0.19 mL/ppb.


More recent field studies of the relationship of pulmonary function in children and ambient ozone exposure can be divided into two categories based on the type of pulmonary function measurements utilized to assess this health outcome, namely measurements utilizing spirometry techniques (FEV1, forced vital capacity (FVC) and other spirometric parameters) and peak expiratory flow (PEF) measured using peak flow meters. In addition to studies that examined the same-day relationship between pulmonary function and ozone concentrations, other studies examined cross-day changes in spirometric measurements to account for the impact of circadian variation in pulmonary function.  (See Tables 7-2 b,c in the Appendix (pages A29-30) summarizing the results of these studies, which include both healthy and asthmatic children, for FEV1 measurements). For FEV1, the percent change associated with acute ambient ozone exposure ranged from -4.6% to +3.41% (per standard unit ppb).  


Another extract from the EPA Ozone CD (Vol. 2 Table AX7-1) provides information on recent field studies conducted in the United State, Europe, South America and Asia of respiratory function impacts of acute ozone exposure on healthy and/or asthmatic children (see Appendix pages A31-46). These studies include those that report individual subject results as well as group mean results. The USEPA Air Quality Ozone Criteria Document summarizes the results of these panel studies by noting that all but two of the eight studies that used spirometric outcomes (Avol et al. 1998; Chen et al. 1999; Cuijpers et al. 1994; Frisher et al. 1997; Linn et al. 1996; Romieu et al. 2002; Scarlett et al. 1996; Ulmer et al. 1997) found a decrease in FEV1 with ozone exposure. 

How would you characterize the consistency of observed effects across these studies?  What criteria do you use to make this characterization?


		Table XXX Percent Changes in FEV1 Associated with Acute Ambient O3 Exposures in Children, Ordered by Effect Size






		Reference

		Study population, analysis

		   N

		% Change (95% CI)



		FEV1  (various lags)

		

		

		



		1. Ulmer et al. (1997)

		School children, Freudenstadt (lag 1)

		57

		–4.60 (–7.54, –1.67)



		2. Ulmer et al. (1997)

		School boys, Freudenstadt and Villingen (lag 1)

		67

		–3.23 (–6.47, 0.00)



		3. Ulmer et al. (1997)

		School children, Freudenstadt and Villingen (lag 1)

		135

		–2.98 (–5.33, –0.63)



		4. Ulmer et al. (1997)

		School girls, Freudenstadt and Villingen (lag 1)

		68

		–2.32 (–5.53, 0.88)



		5. Höppe et al. (2003)

		Asthmatics (ages 12-23, mean 15), afternoon lag 2)

		43

		–2.08 (–6.24, 2.08)



		6. Chen et al. (1999)

		Children, NO2 in model (lag 1)

		895

		–1.97 (–3.51, –0.43)



		7. Chen et al. (1999)

		Children (lag 1)

		895

		–1.48 (–2.84, –0.12)



		8. Höppe et al. (2003)

		Children, morning (lag 0) 

		44

		–1.45 (–4.27, 1.38)



		9. Romieu et al. (2002)

		Asthmatic children (moderate to severe), on placebo (lag 1)

		34

		–0.99 (–1.80, –0.18)



		10. Romieu et al. (2002)

		Asthmatic children (moderate to severe), on placebo (lag 1), NO2 and PM10 in model

		34

		–0.97 (–1.87, –0.07)



		11. Chen et al. (1999)

		Children (lag 2)

		895

		–0.93 (–2.56, 0.71)



		12. Ulmer et al. (1997)

		School children in Villingen (lag 1)

		78

		–0.79 (–3.93, 2.34)



		13. Chen et al. (1999)

		Children (lag 7)

		895

		–0.72 (–1.81, 0.37)



		14. Höppe et al. (2003)

		Asthmatics (ages 12-23, mean 15), afternoon (lag 1) 

		43

		–0.56 (–4.61, 3.50)



		15. Linn et al. (1996)

		School children, next morning

		269

		–0.27 (–0.79, 0.24)



		16. Linn et al. (1996)

		School children, afternoon

		269

		–0.19 (–0.73, 0.35)



		17. Romieu et al. (2002) 

		Asthmatic children (all), on placebo (lag 1)

		78

		–0.19 (–0.71, 0.33)



		18. Höppe et al. (2003)

		Children, afternoon (lag 0) 

		44

		–0.14 (–2.71, 2.42)



		19. Höppe et al. (2003)

		Asthmatics (ages 12-23, mean 15), afternoon (lag 0)

		–43

		––0.10 (–6.59, 6.39)



		20. Romieu et al. (2002)

		Asthmatic children (moderate to severe), on supplement (lag 1),

		47

		–0.04 (–0.80, 0.72)



		21. Romieu et al. (2002)

		Asthmatic children (moderate to severe), on supplement (lag 1), NO2 and PM10 in model

		47

		–0.01 (–0.82, 0.80)



		22. Scarlett et al. (1996)

		School children (lag 1) (FEV0.75 data)

		154

		  0.01 (–0.20, 0.22)



		23. Romieu et al. (2002)

		Asthmatic children (all), on supplement (lag 1)

		80

		  0.04 (–0.52, 0.60)



		24. Höppe et al. (2003)

		Asthmatics, morning (lag 1)

		43

		  0.30 (–3.93, 4.53)



		25. Höppe et al. (2003)

		Children, morning (lag 1)

		44

		  0.83  (–0.53, 2.20)



		26. Höppe et al. (2003)

		Children, afternoon (lag 1)

		44

		  0.93 (–0.80, 2.66) 



		27. Höppe et al. (2003)

		Children, morning (lag 2)

		44

		  1.17 (–0.36, 2.70)



		28. Höppe et al. (2003)

		Children, morning (lag 2)

		44

		  1.20 (–0.12, 2.52)



		29. Höppe et al. (2003)

		Asthmatics, morning (lag 2)

		43

		  1.40 (–3.69, 6.49)



		30. Höppe et al. (2003)

		Asthmatics, morning (lag 0)

		43

		  3.41 (–2.50, 9.33)



		FEV1  (cross-day)

		

		

		



		1. Linn et al. (1996)

		School children (pm – am)

		269

		–0.61 (–1.09, –0.14)



		2. Castillejos et al. (1995)

		School children (post – preexercise)

		40

		–0.48 (–0.72, –0.24)



		Change in FEV1 is per standard unit ppb O3 (40 ppb for 1/2-h max O3 and 1-h max O3, 30 ppb for 8-h max O3, and 02 ppb for 24-h avg O3)


Linn et a. (1996, Romieu et al. (2002) and Ulmer et al. (1997) present change in FEV1 (mL). The data were transformed to percent change by dividing the estimates by 1,900 mL (average FEV1 among 8 to 10 year olds by Hankinsonet al., 1999)








		Table YYY. Percent change in PEF Associated with Acute Ambient O3 Exposures in Various Populations






		Reference 

		Study population, analysis

		   N

		% Change (9%% CI)



		1. Mortimer et al. (1997)

		

		846

		–0.59 (–1.05, –0.13)




		2. Mortimer et al. (2000)

		Low birth weight

		846


		–1.83 (–2.65, –1.01)



		

		Normal birth weight

		

		–0.30 (–0.79, 0.19)



		3. Newhouse et al. (2004)

		Asthma, ages 9-64, lag 1

		24

		–0.274



		4. Ross et al. (2002)

		Asthma, ages 5-49

		59

		–2.29 (–4.26, –0.33)



		5. Ness et al. (1995)

		

		83

		–2.24 (–4.43, –0.05)



		6. Neas et al. (1999)

		Children, ages 6-11

		156

		–1.38



		

		With SO4-2 in model

		

		–0.04



		7. Thurston et al (1997)

		

		

		–0.096 



		8. Ward et al. (2002)

		Children, age 9, winter, morning 

		162

		



		

		Children, age 9, summer, morning

		162

		



		

		Children, age 9, winter, afaternoon

		162

		



		

		Children, age 9, winter, summer

		162

		



		9. Höppe et al. (1995a,b)

		Seniors

		41

		



		

		Asthmatics

		43

		



		

		Forestry workers

		41

		



		

		Athletes

		43

		



		

		Clerks

		40

		



		10. Höppe et al. (2003)

		Asthmatics

		43

		



		

		Athletes

		43

		



		

		Children

		44

		



		

		Elderly

		41

		



		11. Gielen et al. (1997)

		Children, morning (lag 2)

		212

		



		

		Children, afternoon (lag 2)

		212

		



		12. Gold et al. (1999)

		Children, morning (lag 1-10)

		40

		



		

		Children, afternoon (lag 1-10)

		40

		



		20. Romieu et al. (1996)

		Asthmatic children, morning (lag 0)

		71

		



		

		Asthmatic children, morning (lag 1)

		71

		



		

		Asthmatic children, morning (lag 2)

		71

		



		

		Asthmatic children, afternoon (lag 0)

		71

		



		

		Asthmatic children, afternoon (lag 1)

		71

		



		

		Asthmatic children, afernoon (lag 2)

		71

		



		21. Romieu et al. (1997)

		Asthmatic children, morning (lag 0)

		65

		



		

		Asthmatic children, morning (lag 1)

		65

		



		

		Asthmatic children, morning (lag 2)

		65

		



		

		Asthmatic children, afternoon (lag 0)

		65

		



		

		Asthmatic children, afternoon (lag 1)

		65

		



		

		Asthmatic children, afernoon (lag 2)

		65

		



		22. Jaludin et al. (2000)

		Children (with and without asthma)

		125

		



		

		Children (with and without asthma), PM10 in model

		125

		



		

		Children (with and without asthma), NO2 and PM10 in model

		125

		



		23. Chen et al. (1999)

		Children, (lag 1)

		895

		



		

		Children, NO2 in model (lag 1)

		895

		



		Change in PEF is per standard unit ppb O3 (40 ppb for 1/2-h max O3 and 1-h max O3, 30 ppb for 8-h max O3, and 02 ppb for 24-h avg O3); add other footnote about conversions if necessary





Topic 2 - Case Study 3: Benzene


The following table summarizes selected examples of studies of benzene-exposed occupational populations showing the progression in outcomes assessed from hematological parameters to phenotype analysis of lymphocyte sub-populations to analyses of genetic variation in benzene metabolism (“susceptibility”).  


Examples of benzene health effects studies over time


		Author and Date

		Title and Journal

		Outcome measures




		Aksoy et al 1971

		Haematological effects of chronic benzene poisoning in 217 workers


British Journal of Industrial Medicine

		RBC and WBC counts, hematocrit (PCV), platelet count, MCV, and differential counts, also bone marrow puncture in some cases



		Collins et al 1991

		Effects of low-level exposure to benzene


Journal of Occupational Medicine

		RBC and WBC counts, hemoglobin, platelet count, MCV 



		Brandão et al 2005

		Phenotype analysis of lymphocytes of workers with chronic benzene poisoning


Immunology Letters

		Count of leucocytes (WBC) and subtypes, phenotype analysis of lymphocyte sub-populations



		Schnatter et al 2010

		Peripheral blood effects in benzene-exposed workers


Chemico-Biological Interactions



		RBC count, hemoglobin, MCV, RDW, WBC and subtypes counts, platelet count and MPV


Analysis of genetic polymorphisms (SNPs) in four genes coding for benzene metabolism and detoxification





Abbreviations: MCV, mean corpuscular volume; MPV, mean platelet volume; PCV, packed cell volume; RBC, red blood cell; SNP, single nucleotide polymorphism; WBC, white blood cell.


How do you evaluate consistency of results across studies using different measures?

Topic 2 - Case Study 3: Phthalate Exposure and Male Fertility 


Data from several studies pertaining to the relationship among urinary metabolites in the general population indicate a relatively high correlation among the metabolites of DEHP (MEHP, MEHHP, and MEOHP r > 0.80), a moderate correlation for MBuP and MBzP  (r = 0.50 – 0.75), and a relatively low correlation among other sets of metabolites (i.e., MBuP or MBzP  with MEHP or MEP (r =0.20 – 0.40).  Table 2-x and 2-y summarize the set of studies with data pertaining to phthalate exposure and some aspect of male fertility.  These include studies of time to pregnancy and testosterone levels in occupational settings, and studies using a variety of sperm parameters and hormone measures in the general population (18-21 year old military recruits in Sweden) or within an infertility treatment setting (in Boston and in Germany). The time-to-pregnancy study did not observe an association among DEHP-exposed workers (most exposures up to 0.2 mg/m3) (Modigh et al., 2002).  Testosterone levels were lower among exposed workers in China, with an inverse association seen between testosterone and MBuP and testosterone and MEHP (Pan et al., 2008).  In the infertility clinic studies, MBuP and MBzP, but not MEHP, have been associated with reduced sperm concentration or motility, and with increased measures of sperm damage.    

… How would you characterize the consistency of observed effects across these studies?  What criteria do you use to make this characterization?

		Table 2-x.   Summary of observed associations between phthalate metabolite concentrations and time to pregnancy or testosterone levels in occupational exposure settings





		Reference

		Study design

		Phthalate levels

		Results



		Occupational setting - time to pregnancy



		Modigh et al., 2002.

		N=227 couples (397 pregnancies); Men who worked at plant producing or using DEHP. Location and task information combined with industrial hygiene data




		DEHP - 5 groups


None: 0 mg/m3 (n=182)


Low:  < 0.1 mg/m3 (n=100)


High:  0.1 – 2.1 (n=44)


   < 0.2 mg/m3 (n=25)


    0.2 - < 0.5 mg/m3 (n=15)


   ≥ 0.5 mg/m3 (n=4)

		Fecundability Ratio (95% CI) by exposure group:


  None    1.0 (referent)


  Low      1.07 (0.84–1.35)


  High      0.97 (0.70–1.33)



		Occupational setting - testosterone levels



		Pan et al., 2008




		N=74 exposed workers (PVC flooring factory), mean work duration = 1 year;  63 controls (construction workers); ages ( 20-50 years, China. Urine (µg/g creatinine)

		Median  urinary levels (µg/g creatinine)

            Exposed  Controls

MBuP       548       114


MEHP      562           5.4


MBuP higher in both groups compared with US (NHANES)

		Free testosterone decreased in exposed compared with controls (p = 0.019).


Among exposed, free testosterone inversely correlated with MBuP (r = (0.25, p =  0.032) and MEHP (r = (0.20, p =  0.095).





		Table 2-y.   Summary of observed associations between phthalate metabolite concentrations, sperm parameters and testosterone levels in epidemiologic studies in general population and infertility settings



		  

		Jönsson et al. (2005)

		Hauser et al. (2007, 2006);   Meeker et al. (2009)

		Herr et al. (2009)



		Total nb

		234

		463

		349



		 Population

		Military recruits 

		Infertility clinic

		Infertility clinic



		 Mean age (years)

		18

		34

		34



		 Study area

		Sweden

		United States

		Germany



		Urinary levels (median) 

		(nmol/mmol creatinine)

		ng/ml urine, specific gravity-adjusted

		µg/ml




		MBuP 

		24

		17.0

		not studied



		MBzP 

		4.4

		8.2

		not studied



		MEHP  

		< LOD (15 ng/ml)

		8.0

		4.4



		Sperm Concentration

		

		

		



		 Mean (× 106 / mL)

		72 

		not reported

		not studied



		  < 20 × 106 / mL (%)

		not reported

		16

		35



		Association seen withc:

		

		

		



		MBuP 

		–7.9 (–33, 17)

		3.3 (1.2, 8.5)

		not studied



		MBzP 

		7.2 (–16, 31)

		1.9 (0.8, 4.3)

		not studied



		MEHP  

		15 (–5.9, 35)

		0.8 (0.4, 1.8)

		1.7 (0.78, 3.6)



		Sperm Motility (WHO A+B)

		

		

		



		 Median %

		56

		

		



		  < 50% motile (%)

		not reported

		48

		80



		Association seen witha a 

		

		

		



		MBuP 

		2.1  (–4.0, 8.2)

		1.8 (1.1, 3.2)

		not studied



		MBzP 

		–4.3  (–10, 1.6)   

		1.3 (0.7, 2.3)

		not studied



		MEHP  

		0.1 (–5.8, 6.1)

		1.1 (0.6, 1.9)

		0.79 (0.30, 2.1)



		Sperm Morphology

		

		

		



		< 4% normal (%)

		not reported

		25

		62



		Association seen with a 

		

		

		



		MBuP 

		not reported

		0.8 (0.4, 1.6)

		not  studied



		MBzP 

		not reported

		1.1 (0.6, 2.1)

		not studied



		MEHP  

		not reported

		0.7 (0.4, 1.5)

		1.9 (0.88, 4.1)



		Sperm DNA Damage

		

		

		



		Association seen with b

		(fragmentation index)

		

		not studied



		MBuP

		–2.6  (–6.2, 1.0)

		%tail:    1.63 (0.20, 3.08)

		



		MBzP 

		–0.3  (–3.7, 3.1)

		CE:        5.12 (0.98, 9.25)


TDM:    2.49 (0.82, 4.13)

		



		MEHP

		0.2  (–3.3, 3.7)

		CE:      22.1 (11.1, 32.9)


TDM:    8.08 (3.88, 12.3)


%tail:   4.77 (0.95, 8.58)

		



		Testosterone 

		

		

		not studied



		Association seen with a       


    MBuP

		–0.7 (–1.2, 2.7)

		–4.65 (–15.7, 6.3)

		



		MBzP 

		  –0.03 (–2.1, 2.0)

		4.58 (–7.91, 17.0)

		



		MEHP

		  0.8 (–1.1, 2.7)

		–14.9 (–27.5, –2.3)

		



		Free testosterone  (T/SHBG) 

		

		

		



		  Association seen with a :    


    MBuP

		  0.09 (–0.02, 0.2)

		0.98 (0.94, 1.01)

		



		MBzP 

		     0.06 (–0.05, 0.2)

		1.03 (0.99, 1.07)

		



		MEHP

		–0.01 (–0.1, 2.7)

		0.98 (0.96, 1.00)

		



		aIn Jönsson et al., results are mean difference (positive direction indicates lower value in highest quartile); 

in Hauser et al. and Herr et al., results are OR (95% CI) in highest compared with lowest quartile of exposure. 

bJönsson et al. (2005) used the DNA fragmentation index based on sperm chromatin structure assay as a measure of DNA integrity.  In Jönsson et al. (2005), a negative value indicates a higher value in the highest quartile of exposure.  Hauser et al.(2007) used the neutral comet assay; results are given as the beta coefficient (95% Confidence interval) associated with interquartle range increase in specific gravity-adjusted urinary phthalate metabolite concentration;  





Topic 3


Topic 3: How do we consider variation in exposure measurement in interpreting the consistency of results across studies?


Differences in exposure assessment techniques across studies create difficulties when evaluating the consistency of results. For instance, for a given chemical exposure, some occupational cohort studies delineate workers into broad groups based upon job title, while other studies incorporate individual or area specific measurements. In other studies, individual measurements would more closely account for differences in worker tasks, time periods, and location. Moreover, studies also differ in the consideration of worker history and other confounders, including individual behaviors such as smoking and prior work history. Some studies also account for the fact that exposure measurements themselves may not be accurate by employing statistical principles to reassess the data. In addition, differences in effects or in the statistical significance of results might be observed based on the exposure categories selected for the study. 


Consequently, in reviewing evidence, attention needs to be given to harmonizing exposure categorization to the extent possible, whether for qualitative or quantitative assessment.  There are a variety of ad hoc approaches that can be taken for this purpose.  For example, comparisons may be made between the highest and lowest exposure categories within studies.  However, it is important to derive a way in which to address these issues in a formal and transparent manner. This is not only true for comparing results across studies, but also for considerations within a study, including the incorporation of statistically different subgroup data into the overall analysis and the selection of exposure group categories
.

Background reading:  DOCUMENTS TO BE OBTAINED/DISTRIBUTED

· Institute of Medicine of the National Academies.  Report on Asbestos: Selected Cancers.  2006. Chapter 10 Stomach Cancer and Asbestos.


General Questions for Discussion:


· Should we account for an expected attenuation of an effect estimate due to exposure misclassification when evaluating the consistency of results from studies using different types of exposure assessment methodologies?  If so, how can this be done in a formal and transparent manner? 


· What are the differences in approaches to this issue that can be used in situations in which numerous studies focusing on a specific type of exposure are available, and situations in which there are relatively few studies of a specific agent, perhaps within a larger collection of studies with more general exposure assessments.  


· What criteria should be applied in selecting specific data points (exposure groups) in evaluations of epidemiological data?  


The following excerpt (see next page) from the Asbestos: Selected Cancers report (IOM 2006) describes issues of exposure assessment in evaluating study quality and informativeness for causal inference.  These same considerations may apply to study evaluations for risk assessment purposes.


[image: image1.emf]

Topic 3 - Case Study 1: Asbestos Exposure and Risk of Stomach Cancer

A large number of studies of cancer risk and asbestos exposure are available. The two figures and summary table that follow show results from studies of asbestos and stomach cancer risk comparing "any" exposure to "no" exposure (Figure 10-1 from IOM, 2006) and comparing the highest (most extreme) exposure to "no" exposure (Figure 10-2 from IOM, 2006). 
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Categories of exposure assessment method quality for cohort and for case-control studies were defined as summarized below.  Ultimately studies in categories 1 and 2 that allowed analysis of exposure gradients were combined in meta-analyses (see Table 3-1, below)


		Relative Quality Category

		Characteristics of Exposure Assessment:


Cohort Studies

		Characteristics of Exposure Assessment:


Case-Control Studies



		1 




		Concentration of asbestos fibers from workplace measurements

		Exposure assessed by an “expert” or using asbestos-specific job-exposure matrix






		2

		Qualitative dose scales

		Exposure assigned based on proxy respondent or multipurpose job-exposure matrix






		3

		Exposed vs non-exposed

		Self-report or very limited work history





		Table 3-1.  Summary of Epidemiologic Studies of Asbestos Exposure and Stomach Cancer, by Study Design, Comparison Group, and Exposure Assessment  Quality (IOM, 2006)






		Study type

		Comparison

		Study Populations Included

		N study populations

		Summary


RR (95% CI )

		Between Study SD



		Cohort

		Any vs. none




		All

		42

		1.17


(1.07-1.28)

		



		

		High vs. none




		Lower bounda

		12

		1.31


(0.97-1.76)

		



		

		

		Upper bounda

		13

		1.33


(0.98 - 1.79)

		



		Case-control

		Any vs. none




		All

		5

		1.11


(0.76-1.64)

		0.32



		

		Any vs. none




		Relative Quality  Category 1 

		3

		0.91


(0.45-1.84)

		0.48



		

		

		Relative Quality  Category 2 

		2

		1.43


(0.70-2.93)

		0.42



		

		High vs. none

		Relative Quality  Category 1

		5

		1.42


(0.92-2.20)

		0.00



		a For studies that reported dose-response relationship on multiple gradient metrics, the smallest “high vs. none” RR was used to compute the lower bound, and the largest “high vs. none” RR was used in computing the upper bound.  





Which group(s) of studies would you use to evaluate these data? What criteria would you use to make this decision?


Topic 3 - Case Study 2: Colorado Plateau Uranium Miners Cohort 

Stram D, Langholz B, Huberman M and Thomas D.  1999  Correcting for exposure measurement error in a reanalysis of lung cancer mortality for the Colorado Plateau uranium miners cohort.  Health Phys. 77(3):265-275; 1999.  [Data tables Appendix page A48]

Heidenreich WF, Luebeck EG, Moolgavkar SH. Effects of Exposure Uncertainties in the TSCE Model and Application to the Colorado Miners Data. Radiation Research 2004; 161(1): 72-81.


[Figures Appendix page A52]


What is the question that we want people to discuss with respect to this case study?





Background


Stram and colleagues used the Colorado Plateau uranium miners cohort to analyze the relationship between the risk of lung cancer and exposure to radon. They were particularly concerned with the potential for non-differential measurement error, and the resulting effect on risk estimates. This is because previous analyses had observed an inverse dose-rate effect, or a higher risk of disease when the same cumulative exposure was experienced over a longer period as opposed to over short periods. Stram et al. hypothesized that measurement errors in exposure could have biased previous analyses, especially since error models were generally applied to high instantaneous exposures, which were thought to be estimated less accurately than low instantaneous exposures. For this study, Stram et al. averaged exposure measurements for mine-years for which measurements existed. These were then extrapolated to mines and years for which there were no measurements. This procedure impacted a significant portion of the data since 63% of mine-years did not have any measurements. Measurement correct was completed by fitting a multi-level statistical model for actual mine-year measurements within a hierarchy of the unique mine, locality, and district. According to Stram et al. their analyses method was “an imputation scheme which gives “best-estimates’’ under the multi-level model that we fit to the actual measurements. In imputing estimates for mine-years without data the model explicitly allows for measurement error in exposure rates for all mine-years with data. These resulting imputations are used to create revised exposure-history estimates for the miners, and used in the epidemiologic analysis”.

Method


The study included 3,347 white miners who were employed for at least one year between 1950 and 1960. For analytical purposes, this group of miners was further subdivided into two cohorts: 1. a 1950 cohort which consisted of 2,704 white miners who had been exposed beginning in 1950 or later; and 2. a 1952 cohort which consisted of 2,388 miners who had been first exposed in 1952 or later. These differences reflected differences in the measurement of radon levels, which began in 1951, but became systematic in 1952. The miners were followed until 1990 to determine cause of death, and specifically lung cancer mortality. Mine-year dose-rate data was combined with work histories from the miners in order to develop individual exposure histories. In addition to analyzing the overall cohort, a nested case-control study was created wherein each case of lung cancer was matched by age and five year period of death to forty controls. Conditional relative risk regression analysis was used to analyze the nested study for excess relative risk of death from lung cancer due to exposure to radon progeny.


For the overall cohort, “measurement error correction method was based on the calculation of imputations of mine-year dose-rates for each mine and year of interest by combining a multi-level model for true average dose-rate, Xklmt, at year t, in mine m, in locality l, and district k, with a multiplicative measurement error model, for the errors in the actual measurements, Zklmt, of dose-rate in that mine-year (if any were taken)”. In the model for true dose, “each mine is allowed to have its own slope and intercept, and these terms are allowed to cluster together at each higher level of the hierarchy”. However, if the data were restricted to just one mine, “the model merely hypothesizes an exponential decline in dose-rates over the period 1950- 1969 (i.e., a linear decline in the log dose-rates)”.

Results


The excess relative risk for lung cancer mortality due to radon exposure was explored using a variety of models: 1. Model A- simple linear excess risk; 2. Model B- linear excess risk and a multiplicative term for cumulative smoking per 1000 packs of cigarettes, as well as an interaction term between radon and smoking; 3. Model C- separate excess relative risk slope for cumulative exposure is assigned by categories of attained age; 4. Model D- latency model for exposure accumulated 5-14, 15-24, and 25 or more years in the past; 5. Model E- dose-rate computed as the average rate of exposure; 6. Model F- a mechanistic dose-rate model that depicts the mean number of traversals of a cell by an alpha particle; and 7. Model G- simultaneously incorporates latency adjusted exposure, dose-rate, and attained age.

Each model was fit using date both before and after correction for measurement error. Model A showed a 58% increased in excess relative risk for the 1950 cohort and a 64% increase for the 1952 cohort. Similar results were seen with Model B. Models including time since exposure and age attained also showed increased excess relative risk with measurement error correction. However, correction had a small impact upon the influence of latency on risk estimates. An inverse dose-rate relationship was observed in both the 1950 and 1952 cohorts before and after measurement error correction. For the 1950 cohort, the inverse dose-rate effect remained “strongly statistically significant” in Models E and F after error correction. However, the effect was less statistically significant in Model G after error correction. For the 1952 cohort, all of the models showed “significant inverse dose-rate effects before measurement error correction”; whereas after the corrections were made, only the mechanistic dose-rate model maintained significance. However, the interpretation of these results was limited since the 1952 cohort had fewer lung cancer deaths, and hence a lower power of detecting effects. In terms of model fit, Models A-D better fit the corrected measurements compared with the unadjusted measurements. For Models E-G, the unadjusted and adjusted measurements provided a similar fit to lung cancer mortality.  [Data tables Appendix page A48]

Heidenreich WF, Luebeck EG, Moolgavkar SH. Effects of Exposure Uncertainties in the TSCE Model and Application to the Colorado Miners Data. Radiation Research 2004; 161(1): 72-81.


[Figures Appendix page A52]


Background


Heidenreich and colleagues reanalyzed data and analyses from the Colorado plateau miner cohort to determine if measurement error correction techniques, specifically the Berkson error model and classical error model, would impact the association observed between exposure to radon and lung cancer mortality. The Berkson error model assumes that the true exposure varies, with random probability, around the recorded exposure. In contrast, the classical error model assumes that the recorded exposure varies, with random probability, around the true exposure. With both models the affect of the error may be additive or multiplicative.


Method


Heidenreich et al. utilized a two-stage clonal expansion (TSCE) model, which mathematically characterizes the generally accepted mechanism for carcinogenesis (initiation, promotion, progression). They described the model parameters as “Normal healthy cells (whose number N usually is not known) mutate with rate µ1 to intermediate cells. Thus these are created with the initiation rate v=Nµ1. They can divide into two intermediate cells with rate α, die or differentiate with rate β, or divide into an intermediate cell and a malignant cell with the transformation rate µ”. The model used for the Colorado miners also included terms for smoking rate and birth year. Actual data for radiation exposure was only available for some of the mines, and even then for only some of the years. Exposure assessment for the other mines and years was accordingly extrapolated based on the data that was available. Heidenreich et al. classified the radon exposures that had been measured as following the classical error structure and the radon exposures that had been extrapolated as following the Berkson error structure. For uncertainty characterization, they examined the data as if all radon exposures (namely smoking and mining) to a miner were described by the same uncertainty factor, and, separately, as if each radon exposure had a different, independent factor. This characterization did not account for the specific mine shaft or calendar year.

Results


Heidenreich et al. found that in their model, promotion was the predominant factor of carcinogenesis, while the effect of initiation was not significant. They observed that “The promoting effect of radon is increased with increasing Berkson uncertainty for both assumed types of errors”. These errors were the two types of uncertainty characterization: all radon exposure having the same uncertainty factor, and then at the opposite extreme, each radon exposure having an independent uncertainty factor. When different factors were used the initiating action of radon was slightly decreased; whereas when the same factor was used the initiating action decreased strongly. Thus Heidenreich et al. concluded that the exposure effect parameter decreased with the correction for exposure uncertainty, although the mechanism of radiation promotion still remained significant. [Figures Appendix page A52]

Topic 3 - Case Study 3: What Can We Say About Pesticide Exposure and Risk of Parkinson Disease?  What Can We Say About Specific Pesticides? 


Daniels JL. Comparison of Assessment Methods For Pesticide Exposure in a Case-Control Interview Study. Am J Epidemiol 2001;153:1227-1232 [See Appendix for full publication]

Rull RP and Ritz B. Historical Pesticide Exposure in California using Pesticide Use Reports and Land-Use Surveys: An Assessment of Misclassification Error and Bias. 


Environ Health Perspect 2003;111:1582-1589.
 [See Appendix for full publication]

Brown et al. Pesticides and Parkinson’s Disease – Is There a Link? Environ Health Perspect 2006;114:156-164. [See Appendix for full publication]

· Case-Control Studies: History of Pesticide Exposure:


Some of these studies asked “Have you ever been exposed to pesticides?” and some asked more specific questions.  How would you treat these studies when considering the consistency of the results?


[image: image4.png]

Figure 3-x. Forest plot of case–control studies examining pesticide exposure and the risk of developing PD.


(a) Results taken from meta-analysis of Priyadarshi et al. (2000). (b) Unmatched calculation; figures unavailable for matched analysis. (c) Adjusted OR. (d) Assuming no missing responses and using cardiovascular patient control group. (e) Exposure to pesticides and fertilizers.


Source:  Brown et al. Pesticides and Parkinson’s Disease – Is There a Link? Environ Health Perspect 2006;114:156-164.


· Case-Control Studies: History of Paraquat / Maneb Exposure:


Details of 5 studies with specific information about paraquat or maneb exposure are shown in Table 3-2.

How would you use this information when considering the consistency of the results? 


		Table 3-2.  Summary of Parkinson Disease Case-Control Studies With Information on Maneb or Paraquat 



		Reference, design, location

		n cases, controls, disease definition, age

		Exposure assessment

		Prevalence of Exposure (%)

		Results


OR (95% CI)



		Hertzman et al. (1994), case-control, British Columbia

		N=127 cases, 245 controls (124 from voter records, V, and 121 cardiac patients, C), medical records. Mean age = 71 years

		Structured interview, 79 agricultural chemicals; cue cards with trade names

		Any fungicide


  Cases       (15.7)


  V             (21.0))

  C             (16.5)    

Any herbicide


  Cases      (37.0)


  V            (30.6)  


  C            (45.5

Paraquat


  Cases       (4.7)


  V             (3.2)


  C             (4.1)

		Any fungicide


  V: 0.52 (0.25, 1.08)

  C: 1.04 (0.49, 2.24)

Any herbicide 


  V: 1.19 (0.57. 2.45)


  C: 1.02 (0.50, 2.07)


Paraquat


  V; 1.11 (0.32, 3.87)


  C: 1.25 (0.34, 4.63)



		Liou et al (1997), clinic-based case-control, Taiwan

		N=120 cases, 240 controls. Mean age = 58 years.

		Structured interview, residential and occupation exposure to pesticides; identification of specific pesticides

		

		Paraquat


  3.22 (2.41, 4.31)

1-19 yr (vs. o): 


  0.96 (0.24-3.83)


20+ yr (vs. 0):


  6.44 (2.41-17.2)



		Firestone et al. (2005). Population-based case-control, incident cases 1992-2002 (HMO), Washington

		N=250 cases, 388 controls, neurologist confirmation. Median age 71 years 

		Structured interview, occupational exposure = worked on machines that sprayed chemicals, applied pesticide sprays or powers by hand or worked in an area that had recently been sprayed; Checklist of specific pesticides (commercial names)

		Any pesticide


  Cases         (12)


  Controls    (12)


Any fungicide


  Cases        (1.3)


  Controls    (2.5)


Any herbicide


  Cases           (6)


  Controls      (3)


Paraquat


  Cases        (1.3)


  Controls    (0.8)

		Any pesticide


  1.01 (0.53, 1.92)


Any fungicides


  0.38 (0.07, 2.05)


Any herbicide


  1.41 (0.51, 3.88)


Paraquat


  1.67 (0.22, 12.76)



		Kamel et al. (2007). Nested case-control (Agricultural Health Study), Iowa and North Carolina. Baseline + 5 yr f-up

		N=83 prevalent cases, 49,600 controls; n=78 incident cases, 34,050 controls.. Self-reported physician diagnosis. 

		Self-administered questionnaire at enrollment, ever use 50 specific pesticides by licensed pesticide applicators and spouses

		Maneb/mancozeb


  Cases         (11)


  Controls      (7)


Paraquat


  Cases          (9)


  Controls     (7)

		Maneb/mancozeb


  Prev:  1.0 (0.4, 2.4)


  Incid: 1.1 (0.5, 2.4)


Paraquat


  Prev: 1.8 (1.0, 3.4)


  Incid: 1.0 (0.5, 1.9)



		Costello et al., (2009). Population-based case-control, incident cases, 1998-2007, 3 counties in California

		N=368 cases, 341 controls, neurologist confirmation. Mean age, 68 years.

		Pesticide-specific exposures within 500 meter of home, cumulated over time, based on GIS coding: telephone interview – residence hx +  Pesticide Use Reports + land use maps

		Maneb


  Cases          (1)


  Controls     (0)


Paraquat


  Cases          (40)


  Controls     (45)


Maneb+Paraquat


  Cases          (24)


  Controls     (14)

		Maneb


3.04 (0.30, 30.86)


Paraquat


1.01 (0.71, 1.43)


Maneb+Paraquat


  1.75 (1.13, 2.73)





Topic 4


Topic 4: Optimizing approaches to evaluating consistency and summarizing data across large collections of data


What should be the basis for selection of a “weight of evidence” (inclusion of all available study results) versus a “strength of evidence” (selection of the “best” studies) approach to evaluating consistency across epidemiologic study data? In what situations could a systematic review, as is used with Cochrane reviews of clinical research (focusing on randomized clinical trials), be used in evaluating environmental or occupational epidemiological studies
?  What criteria should be applied in selecting studies for inclusion and for selecting specific data points (e.g., subgroups or exposure groups) in assessments of epidemiological data consistency for each of these approaches?


One approach for summarizing large amounts of information for a causal assessment is a weight of the evidence approach (WOE).  Formal meta-analysis with weighting of studies by size (i.e., inverse of study variance) could be considered a WOE approach.  IARC and the US EPA also use a WOE approach for assignment of cancer classifications.  A second approach for summarizing information is a strength of the evidence (SOE) approach.  The SOE approach selects studies for inclusion in the causal assessment based on quality of the study. Review papers of epidemiology studies on specific substance where there are many studies often use this approach. When there are many studies, these SOE "qualitative reviews" often summarize information from a few large high quality studies (i.e., randomized clinical trials).   Decisions regarding study selection are embedded in various approaches to the analysis of data from multiple epidemiological studies.  Can a set of criteria and/or a framework be developed to inform epidemiological data selection that will have universal application under various data consistency assessment approaches? 


What is the question that we want people to discuss with respect to these case studies?  It's not clear to me at all.


Case Study: USEPA Criteria Documents (CDs) and Integrated Assessment Documents (ISAs) for Ozone and Particulate Matter


Criteria for Inclusion of Studies in Criteria Pollutant CD/ISAs and Selection in Risk Assessments


Ozone CD (2006) Vol. 1 Chapter 7


[image: image5.emf]

[image: image6.emf]

[image: image7.emf]

[image: image8.emf]

pgs 7-3 to 7-5


Note: The above “quality” criteria were first developed for the 1996 PM CD, and included in the 2004 PM CD. 


[image: image9.emf]
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Pgs. 7-25, 7-26


PM CD (2004)


[image: image11.emf]

PM ISA (2009)


[image: image12.emf]

PM Risk Assessment (2010) 
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pg. 3-28
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Pg. 3-34
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Case Study: Arsenic


EXCERPT FROM: TOXICOLOGICAL REVIEW OF INORGANIC ARSENIC 


(CAS No. 7440-38-2)


February 2010 


EPA/635/R-10/001


Explanation of approach for selection and analysis of epidemiological studies (pgs 31-32)


The SAB Arsenic Review Panel provided comments on key scientific issues associated


with arsenicals on cancer risk estimation in July 2007 (SAB, 2007). It was concluded that the Taiwanese database is still the most appropriate source for estimating bladder and lung cancer risk among humans (specifics provided in Section 5) because of: (1) the size and statistical stability of the database relative to other studies; (2) the reliability of the population and mortality counts; (3) the stability of residential patterns; and (4) the inclusion of long-term exposures. However, SAB also noted considerable limitations within this data set (EPA-SAB-07-008, http://www.epa.gov/sab). The Panel suggested that one way to mitigate the limitations of the Taiwanese database would be to include other relevant epidemiological studies from various countries. For example, SAB referenced other databases that contained studies of populations also exposed to high levels of arsenic (e.g., Argentina and Chile), and recommended that these alternate sources of data be used to compare the unit risks at the higher exposure levels that have emerged from the Taiwan data. SAB also suggested that, along with the Taiwan data, published epidemiology studies from the United States and other countries where the population is chronically exposed to low levels of arsenic in drinking water (0.5 to 160 ppb) be critically evaluated, using a uniform set of criteria presented in a narrative and tabular format. The relative strengths and weaknesses of each study should be described in relation to each criterion. The caveats and assumptions used should be presented so that they are apparent to anyone who uses these data. The risk assessment background document should be a complete and transparent treatment of variability within and among studies and how it affects risk estimates. Additionally, SAB (2007) recommended considering the following issues when reviewing “low-level” and “high-level” studies: (1) estimates of the level of exposure misclassification; (2) temporal variability in assigning past arsenic levels from recent measurements; (3) the extent of reliance on imputed exposure levels; (4) the number of persons exposed at various estimated levels of waterborne arsenic; (5) study response/participation rates; (6) estimates of exposure variability; (7) control selection methods in case-control studies; and (8) the resulting influence of these factors on the magnitude and statistical stability of cancer risk estimates.


In order to address these issues, this Toxicological Review provides a comprehensive


review of the significant epidemiologic investigations in the literature from 1968 to 2007 with the focus on the more recent publications. The report includes data from all populations that have been examined in regards to cancer from arsenic exposure via drinking water. Earlier publications were reviewed and are included as needed to facilitate the understanding of results from certain study populations. As recommended by SAB, studies were presented in both a narrative (below) and tabular (Appendix B) format. Each publication was evaluated using a uniform set of criteria, including the study type, the size of the study population and control population, and the relative strengths and weaknesses of the study. While the information in the tables mirrors the information in the narrative, the narrative may provide additional important information concerning the investigation. The studies are presented by country of origin, then in chronological order by publication year. In order to facilitate comparisons across the epidemiological studies, the arsenic concentrations pertaining to water exposure levels have been converted from milligrams (mg) per liter (or  ppm) to parts per billion (ppb). This was not applied when discussing animal or in vitro MOA studies because a wide range of concentrations was employed; converting the arsenic levels or doses into ppb would not be reader-friendly.


� � HYPERLINK "http://www.cochrane.org/reviews/clibintro.htm" ��http://www.cochrane.org/reviews/clibintro.htm�
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�Is this the WHO document?


�PAGE \# "'Page: '#'�'"  ��What's the differences between study design (tier 2) and design-specific evalution (tier 3?)
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�This is easy--NO
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�should this be in the appendix?


�Is this the RR for ever exposure, or the RR for the logarithmic unit increase in cumulative exposure?
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